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Given ever increasing information volume and complexity of engineering, social and economic systems, it
has become more difficult to assess incoming data and manage such systems properly. Currently devel-
oped innovative decision support systems (DSS) aim to achieve optimum results while minimizing the
risks of serious losses. The purpose of the DSS is to help the decision-maker facing the problem of huge
amounts of data and ambiguous reactions of complicated systems depending on external factors. By
means of accurate and profound analysis, DSSs are expected to provide the user with precisely forecasted
indicators and optimal decisions.

In this paper we suggest a new DSS structure which could be used in a wide range of difficult to for-
malize tasks and achieve a high speed of calculation and decision-making.

We examine different approaches to determining the dependence of a target variable on input data and
review the most common statistical forecasting methods. The advantages of using neural networks for
this purpose are described. We suggest applying interval neural networks for calculations with underde-
termined (interval) data, which makes it possible to use our DSS in a wide range of complicated tasks. We
developed a corresponding learning algorithm for the interval neural networks. The advantages of using a
genetic algorithm (GA) to select the most significant inputs are shown. We justify the use of general-
purpose computing on graphics processing units (GPGPU) to achieve high-speed calculations with the
decision support system in question. A functional diagram of the system is presented and described.
The results and samples of the DSS application are demonstrated.

� 2015 Elsevier Ltd. All rights reserved.
1. Introduction

Modern ideas on collecting, processing and applying knowledge
are used in decision support systems (DSS), i.e. computer-based
information systems designed to assist in making complicated
decisions through a more profound and focused analysis of the
subject area. The creation of DSS resulted from a merge of admin-
istrative information systems and database management systems.

A variety of methods are used to analyze and generate different
types of decisions in DSS, e.g. search for information and knowl-
edge in databases, situation and data analysis, precedent-based
reasoning, simulation modeling, evolutionary calculations and
genetic algorithms (GA), neural networks, cognitive modeling, etc.

If a DSS is based on artificial intelligence methods, it is called an
intellectual DSS, or IDSS. Using a DSS, one could solve an unstruc-
tured, semistructured or even a multicriteria task.
No standard definition of the term ‘‘DSS’’ or its universally
accepted classification are available. Researchers suggest different
categorization criteria based on user-system interaction
(Haettenschwiler, 1999), type of support (Power, 2007), or other
approaches (Alter, 1980; Golden, Hevner, & Power, 1986;
Holsapple & Whinston, 1996).

According to IDC and EMC (2011) the volume of information
generated by people doubles every two years. This causes the prob-
lem of extracting the necessary information from infinite sources.
Data mining is currently being actively developed as a solution
to this problem. The objective of this technique is detecting the
necessary information and elaborate interrelations among huge
quantities of raw data.

The process of knowledge extraction at the initial stages of
designing the intellectual Expert System (ES) and DSS is extremely
difficult and labor-intensive, and not always successful if the data-
bases in ill-structured subject areas contain incomplete, indistinct,
polytypic or inconsistent information. The term ‘‘ill-structured’’
was introduced by G. Simon (1984) to designate a wide range of
problems with the following characteristics: indistinct definitions,
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changing terms, situations depending on a set of contexts, uncer-
tainty, ambiguity, incompleteness, discrepancy, unreliability and
diversity of initial data. Therefore, the intellectual data mining pro-
vides a promising approach to the solution of the problems
described above. According to Fayyad, Piatetsky-Shapiro, and
Smyth (1996), six types of tasks can be differentiated within data
mining: classification, regression, clustering, summarization,
dependency modeling, change and deviation detection. The latter
types of tasks have recently attracted an increasing number of
researchers, being the basis of Internet users’ action analysis, iden-
tification of linguistic dependences in natural language texts, case
history analysis to predict possible diseases, DNA sequencing, as
well as trend prediction at financial exchanges. For example, from
a researcher point of view, exchanges generate a large number of
numerical sequences (corresponding to certain timepoints) called
time series.

A time series is a sequence of statistical data on parameter
value(s) collected at different timepoints. Time series data have a
natural temporal order, each value characterized by time of mea-
surement or measurement number in order. Time series signifi-
cantly differ from simple data selection because analysis
considers not only statistical variety and characteristics of a selec-
tion, but also the correlation between measurements and time
(Shmojlova, 2002).

Time series forecasting is an essential task for many spheres of
human activities, such as:

1. Medicine (e.g. forecasting reactions to various formulations and
doses in a treatment course);

2. Biology (forecasting physiological and psychological features of
animals and humans);

3. Sociology (forecasting social relations and demographic
indicators);

4. Economics (forecasting sales volumes, exchange rates and stock
prices).

2. Forecasting

Let us consider the most widespread statistical methods of time
series forecasting (Magnus, Katyshev, & Pereseckiy, 2007) (see
Table 1):

In spite of a great number of existing forecasting models, very
few of them are able to find a dependence between all the factors
significantly influencing the predicted value. Apart from accuracy,
forecasting speed is also critical for many tasks. In such tasks, it is
often necessary to strike a balance between accuracy and speed
focusing on the factors making a significant impact on the pre-
dicted size. Thus, the main problems of time series forecasting
are as follows:
Table 1
Widespread statistical methods of time series forecasting.

Statistical method Application scope

Extrapolation forecasting methods A trend or long-term tendency in a time
series

Spectral correlation data analysis
with period and seasonality
search

Changes repeated throughout a certain
period or tendencies observed in a time
series

Models with statistical
intervention parameters

Sharp changes of a tendency resulting
from an external or internal influence in
a time series

Harmonic models or
Autoregressive integrated
moving average models

Constant trend fluctuations in a time
series with the period unknown at the
beginning of research
1. Lack of an efficient estimation technique to evaluate the
dependence between the input parameters and the pre-
dicted value;
a. Difficulty finding the attributes with the greatest influ-

ence on the predicted value and the past period when
these attributes have a significant influence on the pre-
dicted future value;

b. The problem of determining a dependence between the
identified attributes and the predicted value;

2. Application of sophisticated statistical methods requiring a
high level of user skill and knowledge.

Being a model of complicated multidimensional nonlinear
regression, the neural network is more accurate than the
above-mentioned methods, and has a number of other advantages
(Tsaregorodtsev, 2010):

1. Possibility to work with non-informative noise input signals: the
neural network can reject them as useless for the task solution;

2. Possibility to work with polytypic information (continuous and
discrete, qualitative and quantitative data types), which is con-
sidered to be a difficult task for statistical methods;

3. Given several outputs the neural network can solve a number of
problems simultaneously;

4. There are algorithms for inverse task solution with a neural net-
work trained to resolve a specific task. For example, it is possi-
ble to connect the new neural network inputs with the outputs
of the current neural network and train the new network to
produce the previous network inputs as its own outputs;

5. A neural network has fewer requirements for the qualification
of its user compared to complicated statistical models capable
of obtaining similar results;

6. Having initially set synaptic weights of a neural network, it is
possible to recreate and check the suggested statistical models
as well as improve them by network training (Haykin, 2006).

3. Interval neural networks

When forecasting the intervals of values, it is necessary to use
interval neural networks. As professor Ishibuchi visually illustrated
in his paper (Ishibuchi & Tanaka, 1993), the application of two
standard neural networks for this purpose may cause forecast
errors when the predicted value of the upper limit of the interval
is lower than that of the lower one (see Fig. 1).

An interval neural network is a system of interconnected and
interacting interval neurons. Inputs and outputs of interval neu-
rons are intervals, each of them being a continuum set of values
between the two limit values (see Fig. 2).

The interval parameters for forecasting are put into each input
neuron. The value at the output of the input neuron is the same
value as at its input. For all the other neurons, the interval values
at the output can be calculated using the following formula:

Y ¼ f
XN

i¼1

wiXi þ /

 !
;

where Y – the output from a neuron, wi – the connection weight of
the ith input (different for each neuron), f – the activation function,
N – the number of neural inputs, / – bias (different for each neuron)
(Holsapple & Whinston, 1996. Xi – the input to the ith input unit
(interval). The value Y is calculated by the rules of interval
arithmetic:

A � B ¼ ½aL; aU � � ½bL; bU � ¼ minfa � bja 2 ½aL; aU �; b 2 ½bL; bU �g;½
maxfa � bja 2 ½aL; aU �; b 2 ½bL; bU �g�;

where � – any operator.



Fig. 1. The left graph shows the result of an interval neural network, the right graph shows the result of two standard neural networks. The vertical lines represent the output
intervals of training sets.
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The use of interval values allows predicting and using the fol-
lowing values as input parameters:

1. Standard interval data (opening/closing price, purchase/sale
price);

2. The interval values making it possible to reduce the number of
input values (putting in an interval from a minimum to a max-
imum price for a period instead of all existing rates);

3. Random variables (possible values within an interval);
4. Usual non-interval parameters (having equated the lower and

upper interval limits).

We have developed a training algorithm for an interval network
based on Ishibuchi and Tanaka (1991), Ishibuchi and Tanaka (1993)
(generalization of backpropagation algorithm):

Let us designate the neural net inputs as Ii ¼ IL
i ; I

U
i

h i
and the hid-

den layer outputs as Hj ¼ f ðNetjÞ, where f – activation function, and

Netj ¼
Pnum inp

i¼1 wj;i � Ii þ hj; the outputs from the output layer as

Ok ¼ f ðNetkÞ, where Netk ¼
Pnum hid

j¼1 wk;j � Hj þ hk; the target outputs
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k; t

U
k
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Fig. 2. The scheme of an interval neural network with one hidden layer (n – number
The interval weights are changed according to the following
rule:
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Table 2
Comparative characteristics of the methods.

Method Linear
dependency
detection

Functional
dependency
detection

Process of
obtaining the first
significant results

Successive increase in
significant
parameters
number

Yes Yes Slow

Correlation analysis Yes No Fast
Genetic algorithm Yes Yes Fast
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4. Selection of the most significant attributes

Putting all known parameters into neural network inputs will
considerably slow down its operation and increase the probability
of finding non-existent dependences. On the other hand, it is pos-
sible to overlook the parameters which really impact the predicted
value, putting in only part of the parameters, which seem to be the
most significant.

A number of algorithms have been developed for this task. The
algorithm most frequently applied to neural networks is based on a
successive increase in the number of significant input parameters.
On the first step of the algorithm, networks with a single entrance
are trained for each parameter. The parameter which results in the
smallest forecast error is considered to be the most significant and
is added to the list of significant parameters. Neural nets with all
significant parameters plus the new one are trained on every suc-
cessive step for each of the other parameters. The parameter whose
network gives the smallest forecast error is added to the list. The
algorithm is repeated until the addition of a new significant param-
eter reduces the forecast error.

Correlation analysis is not a suitable method for this task.
Correlations reflect only linear dependencies between the vari-
ables, but do not reflect their functional dependencies. For exam-
ple, calculating the correlation coefficient between the variables
A = sin(x) and B = cos(x), we will get a value close to zero, i.e. there
is no linear dependence between the variables. Nevertheless, the
above variables A and B are obviously functionally dependent
under the law sin2(x) + cos2(x) = 1.

A genetic algorithm was chosen as the main method of param-
eter identification. Genetic algorithms are adaptive search meth-
ods which are currently used to solve functional optimization
tasks. They are based on the genetic processes of biological organ-
isms: biological populations develop over the course of several
generations in accordance with the laws of natural selection and
the ‘‘survival of the fittest’’ principle discovered by Charles
Darwin. Imitating this process, genetic algorithms are capable of
‘‘developing’’ solutions to real tasks if the latter are coded appro-
priately. They work with sets of ‘‘individuals’’, i.e. populations, each
individual presenting a possible solution to the problem. Each indi-
vidual is estimated by a measure of its fitness function (how close a
given solution is to achieving the objectives). The most adapted
individuals are capable of ‘‘reproducing’’ the next generation by
means of a ‘‘crossover’’ with other individuals of the population.
It helps to create new individuals combining some characteristics
inherited from the parents. The least adapted individuals have a
lower probability of reproduction. Therefore, their individual fea-
tures will gradually disappear from the population in the course
of evolution. A new population of possible solutions is reproduced
this way, by selecting the best representatives of the previous gen-
eration, crossing them and producing a set of new individuals. This
new generation contains a better set of characteristics inherited
from the best representatives of the previous generation. Thus,
from generation to generation, ‘‘good’’ characteristics extend to
the entire population. Crossing the fittest individuals allows us to
investigate the most promising areas of the search space. Finally,
the population will converge to the optimum task solution.

The initial generation of parameter sets (individuals) for a
genetic algorithm is determined randomly. Thereafter, the sets
are accepted as the fittest if the network trained with them gives
the minimum error. The new generation of individuals is obtained
by crossing the fittest individuals of the previous generation and
mutation. The crossing (crossover) is performed as follows: both
chromosomes are randomly divided into parts, which are later
swapped. New generations are produced until the population has
converged. On every step, the individuals are subject to low-prob-
ability mutation to prevent premature convergence. In case of a
mutation, a separate gene parameter is replaced with another
one from the general set of parameters.

In Table 2 the genetic algorithm is shown to be preferable to
other methods, being able both to reveal linear and functional
dependency and operate faster than the alternative techniques.
5. Usage of graphics processing units (GPU) for parallel
calculations

The evolutionary approach to the system we have developed is
manifested in the use of genetic algorithm, interval neural net-
works, and general-purpose graphics processing units (GPGPU).

GPU calculations involve using central processing units (CPU)
together with GPUs to accelerate the calculation by means of
large-scale parallelization of algorithms. This calculation method
was invented more than ten years ago (Fung & Mann, 2004). It is
now actively used to solve a wide range of tasks requiring fast per-
formance of cumbersome calculations.

In spite of the fact that the cores of graphic processors are not as
fast as those of central processors, the former are superior due to
the number of the cores (from about 300 cores on standard graphic
cards to more than 4000 cores on one of the latest ASUS products).

One of the most expensive products of the ‘‘home’’ range of Intel
processors, Intel Core i7-975 XE of 3.33 GHz produced in 2009, has
53.3 Gflops peak productivity whereas the GPU Nvidia Tesla K10
(3072 cores) has as many as 4.58 Tflops (NVIDIA official website)
due to parallel calculations. Moreover, the cost of the graphic card
is much lower than that of a CPU cluster with a similar
productivity.

The disadvantages of using GPU are a rather low speed of copy-
ing data from a primary storage to GPU memory, and the necessity
of involving all available cores simultaneously to achieve optimum
productivity.

Nvidia CUDA (Compute Unified Device Architecture) was used
to implement our system. CUDA is a parallel computing platform
and programming model making parallel calculations with the
help of Nvidia graphic processors (NVIDIA official website) to sup-
port the GPGPU approach.
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Nvidia was one of the first to present this technology with GPU
of the eighth generation, i.e. G80 (GeForce 8800 GTX, 2006), and
continues to support and develop it in their products.

Thus, using a combination of CPU and GPU results in achieving
an unprecedented productivity with an ordinary PC by virtue of
simultaneous processing of the sequential part of the code on a
CPU and calculating its parallelized parts on a GPU.

6. Detailed description of the proposed system

By combining a genetic algorithm and an interval neural net-
work we have produced a universal forecasting system operating
within acceptable time limits. The functional diagram of the cre-
ated system is presented in Fig. 3

Prior to starting the search algorithm for optimal neural net-
work to forecast a required parameter, the user will be able to
specify the following settings:

1. The name and path of the CSV file containing the time series
for network learning;

2. The name and path of the CSV file containing the time series
for forecasting;

3. The path for saving high-quality networks;
4. Input column numbers and the predicted value column

number;
5. Input amount range;
6. Time window size range for forecasting inputs (the quantity

of successive time series values to be used as a forecasting
basis);

7. Time window size for the value to be predicted (the quantity
of successive values to be predicted);

8. Time lag between the input window and the window of pre-
dicted values (can be negative);
2.

…
CUDA

GPGPU

Neural network
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generation of 
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Has the 
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Fig. 3. The functional diagram
9. The upper and lower limits of the values presented (for
normalization);

10. Genetic algorithm population size;
11. The number of hidden neurons in the neural networks;
12. The number of neural network learning cycles;
13. The number of neural networks learning with the same set

of inputs;
14. The maximal number of iterations.

The system algorithm:

1. The first step of the search algorithm is the creation of initial
generations. Random sets of input parameters are generated.
Each set is limited to a predefined input amount and time win-
dow size range.

2. The next step is to train a set of neural networks for each set of
parameters. Learning is carried out using CUDA for parallel
computing on GPU, which significantly reduces the algorithm’s
operating time.

3. If there is a network working better than the others (i.e. with a
smaller error) among the trained networks, the parameters of
this network are saved in the high-quality network pool. As
soon as the first network is in the pool, the forecasting algo-
rithm can work simultaneously with the search algorithm,
choosing a network with the smallest error.

4. If the population has not converged or the maximum number of
iterations has not been exceeded, the algorithm identifies sets
of the best individuals with the smallest forecasting error.

5. A new generation is produced by crossover and mutations of
the selected best sets.

6. The algorithm is completed if the maximum number of itera-
tions has been exceeded or in the case of population conver-
gence. Otherwise, the algorithm is repeated from step 2.
1. {Z1, Z2, … Zn1}
{Z1, Z2, … Zn2}
…
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+
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of the proposed system.
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Table 3
Running time depending on the computation type.

Computation
type

Network
number

Iteration
number

Number of
learning cycles

Running
time (s)

Sequential 1 10 1000 0.51
2 10 1000 1.07
3 10 1000 1.66

Simultaneous
(GPGPU)

1 10 1000 0.47
2 10 1000 0.53
3 10 1000 0.58

Table 4
Weather forecasting.

Input time
series

The range of
input
numbers

Inputs selected by the
system

Mean absolute
percentage
error

Temperature
Air pressure
Precipitation
Wind

1 Temperature 7.68
1–2 TemperaturePrecipitation 7.41
1–4 Temperature

Air pressure
Precipitation
Wind

5.93
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If the population has converged, the algorithm has got the opti-
mal set of inputs and the corresponding neural network has been
saved in the pool of high-quality networks.

The scheme shows that one of the key advantages of the pro-
posed system is the opportunity to carry out forecasting as soon
as the first cycle of genetic algorithm has been finished. This is pos-
sible due to replenishment of the pool with the networks with the
smallest forecasting error on each step of the genetic algorithm,
which results in a more precise value prediction.

The second and main advantage of the system is the paralleliza-
tion of the most labor-intensive procedure, i.e. training a set of
neural networks. Owing to the GPGPU model, this algorithm works
significantly faster than a similar one using just a CPU.

We trained the same sets of identical neural networks using the
sequential and simultaneous versions of the learning algorithm.
Each network in a set has 10 input, 15 hidden and 2 output
neurons.

Table 3 shows that in similar conditions the sequential algo-
rithm application leads to a linear increase of the running time
depending on the number of the leaning neural networks, whereas
the increase is almost ten times slower in the simultaneous version.
7. Analysis of similar approaches

A number of scientists suggest using genetic algorithm to adjust
connection weights and biases of neural networks (Chandwani,
Agrawal, & Nagar, 2015; Wang et al., 2011).

There are more recent techniques based on adjusting not only
weights and biases but also the structure of neural networks by
means of genetic algorithm (Castellani, 2013; Khan, Ahmad,
Khan, & Miller, 2013; Turner, Dudek, & Ritchie, 2010).

An interesting idea of neural net improvement via genetic algo-
rithms was proposed by Bhardwaj and Tiwari (2015). Their method
results in simultaneous formation of an optimal neural network
structure and connection weights using genetic algorithms. They
suggested genetic algorithm optimization methods to increase
the convergence speed, which, however, seems to somewhat
decrease the probability of finding the global extremum.

Vukicevic, Jovicic, Stojadinovic, Prelevic, and Filipovic (2014)
suggested a similar idea of using genetic algorithm to optimize
neural network parameters. But unlike the proposed system they
did not use genetic algorithm to find an optimal set of input
parameters, leaving this task for an expert.

None of the analyzed approaches seem to be able to operate
with interval data or reveal the optimal input set of variables sig-
nificantly affecting the target value.
8. Application example

A number of experiments were carried out to demonstrate the
advantages of the system and the accuracy of the values predicted.

Table 4 shows the results of applying the system to weather
forecasts in the Moscow region.
Time series of daily interval values of temperature, precipita-
tion, air pressure and wind speed were used to forecast the daily
temperature intervals for the following 5 days. Every time series
has 730 interval values (2 years).

The mean absolute percentage error for interval values was cal-
culated as follows:

MAPE ¼ 100
N

XN

1

1
2
ðx̂L

i � xL
i Þ

xL
i










þ ðx̂U

i � xU
i Þ

xU
i












� 	
;

where x̂L; x̂U
� �

is a forecasted interval value, (xL; xU) is a real interval
value, xL is the lower limit of the interval, xU is the upper limit of the
interval, i is the sequential number of the forecast.

Analyzing the results (Table 4), we can see that our system
found the temperature to be the most significant factor influencing
forecasted values. Nevertheless, the system identified all the inputs
as significant when it was given the choice.

We are now actively using the developed system to forecast the
basic circulation processes in the atmosphere using the informa-
tion of incoming solar radiation and other geographical and
weather parameters. Based on the satisfactory results of the exper-
iments, we intend to improve the input data and achieve signifi-
cant results with the proposed system.
9. Conclusions

Analyzing the methods used and the final tests of the system we
can make the following conclusions:

1. The proposed DSS is an absolutely new model of high-speed
DSS which can work with inaccurate, random or standard inter-
val data.

2. The DSS effectively copes with complicatedly structured and
dependent data. It succeeds in training interval neural nets
including up to 30 inputs without a significant decrease in
speed or accuracy.

3. It is reasonable to apply the developed DSS to tasks and prob-
lems that are difficult to formalize, e.g. forecasting daily
exchange rate changes, social processes, climatic indicators.

4. It is also advisable to apply the system when working with
interval data, e.g. inaccurate values, random variables, dynamic
variables, which cannot be properly analyzed by means of stan-
dard methods.

Applying forecasting methods that rely on statistical data, we
should always bear in mind that the forecast may become
inaccurate or completely wrong if an unexpected new factor or
unforeseen value appear.

The purpose of the proposed system is to provide real-time
operation in an extreme mode (ability to start forecasting after
the first algorithm iteration) and find a suboptimum method of
forecasting by means of neural networks. The system can also be
used to improve the quality of the existing value-predicting net-
works through the analysis of new data.
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The developed model simultaneously achieves two objectives:
finding a suboptimum set of parameters with the most influence
on the investigated value and designing a neural network trained
on this set. Such systems used to be extremely resource-intensive,
expensive to implement, and service and time-consuming. But
now it is becoming increasingly realistic and attractive thanks to
the development of ideas and new technologies.

The main innovative value of our research consists in the new
heuristic method of finding an optimal structure and selecting ade-
quate parameters of interval neural network, based on the integra-
tion of the neural network and genetic algorithm.

The practical application of the above theory was development
of the corresponding software which resulted in improved interval
neural net learning process and increased learning speed.

1. The related areas to be studied in our further research are as fol-
lows: Increasing the variety of DSS input data by adding a fuzzy
information processing module.

2. Improving DSS forecasting quality by developing new methods
of interval neural network learning.

3. Achieving higher neural network learning speed based on fur-
ther development of GPGPU technologies.

4. Applying the system to sea ice area forecasting.
5. Using the system to forecast financial indicators.
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